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ABSTRACT
We present a new method for inferring galaxy star formation histories (SFH) using
machine learning methods coupled with two cosmological hydrodynamic simulations.
We train Convolutional Neural Networks to learn the relationship between synthetic
galaxy spectra and high resolution SFHs from the EAGLE and Illustris models. To
evaluate our SFH reconstruction we use Symmetric Mean Absolute Percentage Error
(SMAPE), which acts as a true percentage error in the low-error regime. On dust-
attenuated spectra we achieve high test accuracy (median SMAPE = 10.5%). Including
the effects of simulated observational noise increases the error (12.5%), however this is
alleviated by including multiple realisations of the noise, which increases the training
set size and reduces overfitting (10.9%). We also make estimates for the observational
and modelling errors. To further evaluate the generalisation properties we apply models
trained on one simulation to spectra from the other, which leads to only a small increase
in the error (median SMAPE ∼ 15%). We apply each trained model to SDSS DR7
spectra, and find smoother histories than in the VESPA catalogue. This new approach
complements the results of existing SED fitting techniques, providing star formation
histories directly motivated by the results of the latest cosmological simulations.
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1 INTRODUCTION

A galaxy’s integrated Spectral Energy Distribution (SED)
contains information about countless physical properties,
such as the stellar population age, mass, dust content, red-
shift, metallicity and star formation history (SFH). Different
physical processes leave their imprint in different parts of the
spectrum; the wider and more finely sampled the wavelength
coverage, the more robust the interpretation of the various
features of the SED is in terms of galaxy properties. One
fundamental tool to determine the physical properties of a
galaxy starting from photometric and/or spectroscopic ob-
servations is SED fitting, the procedure of iteratively com-
paring models to the observed galaxy SEDs (e.g. Walcher

? E-mail: c.lovell@herts.ac.uk

et al. 2011; Conroy 2013). Since the physical properties of
the models are known, those of the data can be derived by
maximizing the resemblance between data and models. The
success and reliability of this method depends on the quality
of the available template spectra, and the robustness of the
fitting algorithm.

The field of SED fitting has seen enormous progress in
the last decade (Conroy 2013). Methods such as Markov
Chain Monte Carlo have been used to efficiently explore the
degeneracies associated with the large parameter space (e.g.
Sajina et al. 2006; Acquaviva et al. 2011; Pirzkal et al. 2012;
Acquaviva et al. 2012; Leja et al. 2017). However, one is-
sue that has consistently emerged from these efforts is the
difficulty of characterizing and constraining the star forma-
tion histories of galaxies. The spectral signatures of multi-
ple non-coeval generations of stars can be mimicked by other
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physical effects, such as varying stellar metallicity, and older
stellar populations with high mass-to-light ratios are easily
hidden in observed spectra, an effect sometimes referred to
as “outshining” (Maraston et al. 2010). It would be helpful,
in Bayesian parameter estimation, to use priors to guide our
exploration of very large and degenerate parameter spaces,
but these are not readily available.

A wrongly reconstructed star formation history intro-
duces significant biases in many parameters that are usually
estimated through Spectral Energy Distribution fitting, such
as stellar masses, stellar age indicators, dust content, and
redshift (e.g. Mobasher et al. 2015; Pacifici et al. 2014; Iyer
& Gawiser 2017; Leja et al. 2017). Acquaviva et al. (2015)
evaluated the impact of different sources of non-algorithmic
systematics on the recovered SED fitting parameters and
concluded that a wrong star formation history is the most
detrimental. Similarly, Iyer & Gawiser (2017) found that fit-
ting the SFH using single stellar populations and simple
functional forms (e.g. exponentially declining or constant
models) leads to a bias of up to 70% in the recovered total
stellar mass. Carnall et al. (2019) further demonstrated that
simple parametric star formation histories impose strong pri-
ors on implied physical parameters. These introduce strong
correlated biases that are propagated through pipelines of
results and used to infer key distribution functions and rela-
tions, such as the stellar mass function and the cosmic star
formation rate density (Ciesla et al. 2017; Leja et al. 2019),
critical for answering crucial questions in the study of galaxy
formation and evolution.

One possible approach to solving this problem has been
to introduce new parametrisations for the SFH that are less
subject to the outshining bias (Behroozi et al. 2013; Simha
et al. 2014), or to develop parameter-free descriptions of
the SFH (Tojeiro et al. 2007; Iyer & Gawiser 2017; Iyer
et al. 2019; Leja et al. 2019). Here we propose an alterna-
tive approach, using supervised machine learning algorithms
to ‘learn’ the relationship between the SFH and the SEDs
of galaxies. In contrast with SED fitting, where the SFH is
built from some ensemble of simple stellar populations to
maximise the resemblance in SED space, machine learning
directly learns the relationship between the spectra and the
entire SFH. We expect that this method will carry system-
atic uncertainties that are independent of those from SED
fitting, so that our results will complement and strengthen
the results of these approaches. Another strength of a ma-
chine learning-based approach is that the algorithm learns
from the population ensemble, learning not only the cor-
respondence between individual spectra and star formation
histories, but also which star formation histories are common
and which are unlikely, something that would be analogous
in Bayesian parameter estimation to learning the SFH prior.

A number of recent studies have explored the effect of
priors on derived SFHs in SED fitting approaches. Carnall
et al. (2019) showed that parametric approaches implicitly
impose a strong prior on the SFH that can lead to unre-
alistically tight posterior constraints on the SFR, and Leja
et al. (2019) showed that even non-parametric fits are sen-
sitive to the prior SFH distribution, particularly where the
data are poor. Pacifici et al. (2013) proposed using SFHs
from a semi-analytic model to generate a library of SEDs
to be used in an SED fitting algorithm, and found that
these simulation-motivated templates prefer symmetric or

rising SFHs at intermediate redshifts (0.2 < z < 1.4), com-
pared to the exponentially declining forms predicted using
simple stellar populations. Finally, Wilkins et al. (2013a)
show that using simulation-motivated enrichment and star-
formation histories leads to more accurate stellar mass esti-
mates from colour information only. These studies highlight
the importance of the explicitly or implicitly assumed prior
distribution of SFHs.

Machine learning methods are becoming an increasingly
popular tool for Astronomers (Ball & Brunner 2010; Baron
2019). This is particularly the case where there is abundant
low quality data for which expensive, higher quality data
can be obtained and used for supervised training. However,
a supervised machine learning algorithm is only as good as
its learning sample. The main challenges to applying these
techniques to measure properties such as star formation his-
tories have been the following: assembling a sample of galax-
ies for which the “true” star formation history is known; and
making sure that properties of the ensemble (the distribu-
tion of properties and their relationship to one another) are
a fair snapshot of the real Universe. However, there has been
significant recent progress from multiple independent teams
on high-resolution cosmological models of galaxy evolution,
which has for the first time provided the potential to test
this technique (e.g. Simet et al. 2019).

Hydrodynamic cosmological simulations in particular
are able to resolve stellar populations, producing realistic,
high resolution SFHs by taking into account a number of ef-
fects, such as environmental interactions, mergers, and stel-
lar and AGN feedback (Somerville & Davé 2015). EAGLE
(Schaye et al. 2014) and Illustris (Genel et al. 2014) are two
recent hydrodynamic simulations that reproduce a number
of key galaxy distribution functions. Both are necessarily
tuned to a small number of observational constraints due
to their limited resolution, which requires subgrid models to
model physical processes below the simulation scale. Despite
this, a number of observables not included in the tuning are
simultaneously reproduced. Of interest for this study are the
distributions of colours and photometric magnitudes, which
are well reproduced in both models (Trayford et al. 2015;
Torrey et al. 2015). The recent convergence of such detailed
models with the observations, and within sufficiently large
simulated volumes, has finally enabled them to be used as
training sets for machine learning models.

In Section 2 we describe the method in detail, includ-
ing an overview of the machine learning techniques (2.1),
the simulations used (2.2) and our method for generating
synthetic spectra with spectacle, a stand-alone python
module for generating spectra from cosmological simulations
(2.3).1 Our results when trained and tested on the simula-
tions are presented in Section 3. Section 4 details our mod-
elling of the uncertainty contribution from the observational
and modelling sources. We then apply our trained models to
SDSS observations: Section 5.1 details the selection of our
observational sample, Section 5.2 describes the VESPA SFH
catalogue, and Section 5.3 presents our predictions. Finally,
in Section 6 we discuss our results and avenues for future
research, then summarise our conclusions in Section 7. We
make all of our code for downloading the simulation and

1 https://github.com/christopherlovell/spectacle
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Learning Star Formation Histories 3

observational data, as well as training the CNNs, available
online in the form of Jupyter notebooks.2 Throughout we
assume a Planck 2013 cosmology with the following param-
eters: Ωm = 0.30, ΩΛ = 0.69, Ωb = 0.048, h = 0.68, σ8 = 0.83
and ns = 0.96.

2 METHODOLOGY

Supervised machine learning methods use training data to
learn the relationship between input features and output
predictors. The trained model can then be used to predict
values for unseen data. Our features in this work are galaxy
SEDs, and our predictors are SFHs. We describe the SFHs
as a piece-wise constant curve in bins logarithmically spaced
in look-back time:

0 < t /Myr < 32 (1)

32 < t /Myr < 68

68 < t /Myr < 147

147 < t /Myr < 316

316 < t /Myr < 681

0.681 < t /Gyr < 1.47

1.47 < t /Gyr < 3.16

3.16 < t /Gyr < 12.46 ,

where t is the lookback time from z = 0.1. This choice en-
sures that the epochs of recent star formation, which leave
more significant imprints on the spectrum, are sampled more
finely, while older stellar populations that evolve more slowly
are grouped in wider bins. The final bin is defined even wider
by construction; we tested using higher resolution bins for
older populations and found that the machine could not
accurately distinguish between different aged populations
above ∼ 3 Gyr.

Before training any of our machine learning methods we
first split the data in to training (72%), validation (8%) and
test (20%) sets. We take care to perform any optimisation,
be that normalisation of the features or hyperparameter op-
timisation, solely on the training (+ validation) data.

2.1 Machine Learning Methods

We implement two different learning algorithms: Extremely
Randomised Trees (ERT) and Convolutional Neural Net-
works (CNN). Using two different methods provides an ad-
ditional means of evaluating the performance through com-
parison.

2.1.1 Convolutional Neural Networks

Convolutional Neural Networks (CNNs)3 are growing in
popularity in many areas of Astronomy, typically as a means
of analysing 2D image data (e.g. Tuccillo et al. 2017; Petrillo
et al. 2017), and have been shown to perform remarkably

2 https://github.com/christopherlovell/learning sfhs
3 For further background see Gu et al. (2018); Kiranyaz et al.

(2019); Fan et al. (2019)

well, with prediction accuracies in classification tasks ap-
proaching human level (Flamary 2016; Fabbro et al. 2018).

Our CNN architecture was inspired by the work of Fab-
bro et al. (2018), who use the python version of Keras (Chol-
let et al. 2015) to apply the technique to 1D stellar spectra.
We make a number of modifications, as well as a system-
atic hyperparameter search given our training features. The
basic structure (shown in Figure 1) uses two convolutional
layers, the first applied directly to the one dimensional input
spectral features, the latter applied to the outputs of the first
layer. The convolution operation essentially shares informa-
tion between neighbouring pixels, allowing the network to
identify spatial correlations in feature space, such as gra-
dients and emission / absorption lines; tiered convolutional
layers allow the model to learn higher order relationships.
The output of the second convolutional layer is then fed in
to a max-pooling layer, which takes the maximum from each
feature map generated from the convolutional layers, signif-
icantly reducing the dimensionality (from 1× 4601× 55 to
1×55); this leads to faster training and reduced overfitting.
Finally, the output of the pooling layer is fed in to a tradi-
tional fully-connected neural network, where each neuron in
a given layer is connected to every neuron in the subsequent
layer. We tested different configurations, from shallow and
wide (few layers, many neurons in each layer) to deep and
narrow (many layers, few neurons in each layer), and settled
on the former. The convolution and pooling layers together
can be thought of as the feature extraction part of the net-
work, and the fully-connected layers perform regression on
these features.

The network weights are initially set randomly, then
updated through iterations of forward and back propagation
utilising the Adam optimizer (Kingma & Ba 2014). We min-
imise Symmetric Mean Absolute Percentage Error (SMAPE;
see Section 2.1.3) as the target loss function. The network
is trained in epochs; during each epoch the training data
are fed in batches (the batch size being a free parameter),
and once all training galaxies have been used the trained
model is evaluated on the validation set. This gives a vali-
dation score, that is used to decide when the training has
converged, and to prevent overfitting. During training we
monitor the validation loss after each epoch and reduce the
learning rate if it has plateaued, or stop training altogether
if the improvement is below some threshold after a given
number of epochs (early stopping), to prevent overfitting.

Optimising the network architecture is notoriously dif-
ficult due to the flexibility available in the network config-
uration. However, once the general architecture has been
decided, there are further optimisations that can be made
to higher level hyperparameters that can lead to significant
improvements. We use hyperas4 to optimise a subset of
these parameters: the number of filters and size of the ker-
nel in each convolutional layer, and the number of neurons in
the fully connected layers. Hyperas utilises Tree-structured
Parzen Estimators (TPE), which, after an initial random
search, sequentially approximates the performance of hy-
perparameters based on previous measurements, building a
likelihood based model (Bergstra et al. 2011).

4 https://github.com/maxpumperla/hyperas
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Figure 1. The CNN architecture, described in detail in Section 2.1.1.

2.1.2 Extremely Randomised Trees

Ensemble decision tree algorithms aggregate the results of
multiple trained decision trees in order to produce a sin-
gle prediction, and can be applied to both classification or
regression tasks. Since decision trees are computationally in-
expensive to train, the training of ensembles does not lead
to a significant performance penalty, and can be simply par-
allelised. Extremely Randomised Trees (ERT; Geurts et al.
2006) is one such ensemble approach that has been success-
fully used in a wide range of Astronomy domains (e.g. Kam-
dar et al. 2016; Cohn 2018). It is similar to the popular
Random Forest (RF): during training of a RF, a subset of K
features is randomly chosen during each split, which reduces
the correlation between trees where there are features with
a strong correlation with the predictors. ERT also perform
this same feature space sampling, but add a further level of
randomness by making non-deterministic split choices

We use the implementation of ERT provided in scikit-
learn (Pedregosa et al. 2011), with grid search cross valida-
tion to optimise the following hyperparameters: minimum
samples in a split, minimum samples in a leaf, and maxi-
mum nodes in a leaf. This optimisation is done solely on
the training set during each training procedure. For ERT,
the full training set (training + validation) is used during
training and optimisation.

2.1.3 Loss Functions

During model training and evaluation, the fit is assessed
through a particular loss function. Typical loss functions in-
clude the mean absolute percentage error (MAPE) and the
mean squared error (MSE), with the mean taken over all of
the output predictors. Both of these loss functions are inap-
propriate when applied to star formation histories sampled
from a reasonably wide range of final stellar masses. For ex-

ample, the MSE leads to large penalties for histories with
high SFH normalisation, whilst lower mass galaxies with a
lower SFH normalisation are not penalised to the same de-
gree despite similar percentage errors in their predictions.
On the other hand, it is not possible to calculate percentage
errors for zero valued bins.

We would ideally like a loss function that acts as a per-
centage error, in order not to penalise high mass galaxies,
but returns reasonable results for zero valued bins. We use
a variation of Symmetric Mean Absolute Percentage Error
(SMAPE),

SMAPE =

[
2×

Σb |Ytrue
b − Ypred

b |
Σb (Ytrue

b + Ypred
b )

]
×100% ,

where Yb is the star formation rate in bin b. The value of
SMAPE is bounded between 0% < SMAPE < 200%, but acts
as a true percentage error in the low error regime. This point
statistic can be used as both a reasonably unbiased loss func-
tion within the CNN, and as an evaluation of the fit.

2.2 Cosmological Simulations

We use two cosmological hydrodynamic simulations, EA-
GLE (Schaye et al. 2014; Crain et al. 2015) and Illus-
tris5 (Vogelsberger et al. 2014; Genel et al. 2014), which
have both been run on large comoving volumes, tens of
megaparsecs on a side, producing tens of thousands of
galaxies at z = 0. EAGLE6 uses a modified version of the
Smoothed Particle Hydrodynamics (SPH) code GADGET

5 Galaxy and particle information for Illustris were obtained from

the online API, http://www.illustris-project.org/data/
6 Galaxy and particle information for EAGLE were obtained from
the public database, http://icc.dur.ac.uk/Eagle/database.

php (McAlpine et al. 2016; The EAGLE team 2017)
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Learning Star Formation Histories 5

Figure 2. The M∗ - SFR relation, or star-forming sequence, at

z = 0.1 for the selected Illustris and EAGLE galaxies. The scatter

shows individual objects, and the median relation with 1σ spread
is over-plotted. SFR is calculated using the integrated mass of

stars formed in the last 100 Myr within a 30 pkpc aperture. Galax-

ies with zero recent SFR are plotted at 10−2.3 M� yr−1 for clarity.
The histograms at the top and right of the plot show the nor-

malised number counts as a function of stellar mass and SFR,

respectively. EAGLE and Illustris show contrasting behaviour in
this parameter plane.

3 (Springel et al. 2005), whereas Illustris uses the moving-
mesh code AREPO (Springel 2010). The typical gas ele-
ment mass in each simulation is ∼ 106 M�; below this mass
scale physical processes cannot be modelled self consistently,
so subgrid prescriptions are used to handle processes such
as radiative cooling, star formation, stellar evolution, star
formation feedback, black hole seeding, and AGN feedback.
Each hydrodynamic solver handles shocks and instabilities
differently, but on the whole the choice of solver does not
have a large effect on global galaxy properties; it is in the
subgrid models that significant differences between the sim-
ulations are most apparent (Somerville & Davé 2015).

By using two different simulations we are able to eval-
uate how our algorithms generalize, by training them on a
single simulation then testing its performance on another.
We can then assess whether we are learning the intrinsic re-
lationship between galaxy SEDs and their SFHs, rather than
learning about the relationship in a particular simulation.

Both EAGLE and Illustris have been shown to agree
reasonably well with observed stellar mass and star forma-
tion rate distribution functions at low redshift, though there
are still discrepancies both between the simulations and with
the observations. For example, EAGLE fits the low mass end
of the Galaxy Stellar Mass Function (GSMF), but underesti-
mates the normalisation at intermediate masses around the
knee of the GSMF (∼ 5× 1010 M�), whereas Illustris over-
estimates both the low mass and high mass number den-
sities, but shows good agreement around the knee (Schaye
et al. 2014; Genel et al. 2014). Even greater discrepancies
between the simulations can be seen in the distribution of
specific Star Formation Rate (sSFR = SFR/M∗) as a function
of stellar mass, which in EAGLE shows a relatively flat rela-
tion up to M∗ /M� ∼ 1010, which then falls by ∼ 0.8 dex; this

agrees with the observations, but the normalisation is ∼ 0.3
dex lower at all but the highest stellar masses (Schaye et al.
2014). In contrast, Illustris remains flat out to M∗ /M�∼ 1011

(Sparre et al. 2015); Illustris galaxies with Milky Way-like
masses exhibit higher SFRs compared to EAGLE.

Such differences are to be expected due to the complex-
ity of physical processes to be modelled at a large range
of scales, and their resolution is a key goal of research in
the field. However, confusingly, the photometric colour dis-
tributions in both simulations have been shown to be in
relatively good agreement with observations at low redshift
over the same mass range (Trayford et al. 2015; Vogelsberger
et al. 2014). This inconsistency, between the intrinsic phys-
ical properties and the predicted photometric distributions,
is due to differences in the choice of SED modelling assump-
tions, particularly the magnitude of the dust correction.

Both simulations assume a Chabrier IMF, but adopt dif-
ferent cosmological parameters; Illustris assumes WMAP9
(Hinshaw et al. 2013), EAGLE Planck13 (Planck Collabo-
ration et al. 2014), however these differences are expected to
have negligible impact on the resulting galaxy distribution
functions.

2.2.1 Measurement Aperture

A significant proportion of the stars in massive galaxies are
located within an extended halo surrounding the central stel-
lar concentration. These stars tend to be older, are often ac-
creted from other systems through interactions, and there-
fore have a different SFH from those in the centre, which
leads to spatial gradients in physical and observed stellar
properties. Both the integrated luminosity and the colour of
a galaxy are therefore sensitive to the measurement aper-
ture, and in order to facilitate comparison with observations
similar apertures should be used when generating synthetic
SEDs. Unfortunately, this relies on the simulations having
realistic spatially resolved star formation histories, which has
not been extensively tested, and is also subject to resolution
issues for small apertures. We use a spherical 30 kpc aperture
centred on the gravitational potential minimum, which has
been shown to yield similar masses to a Petrosian aperture
typically used in photometric observational studies (Schaye
et al. 2014). All quoted stellar properties (M∗, SFR, SFH,
etc.) are taken from the star particles within this aperture,
and synthetic spectra are generated using only these star
particles (see Section 2.3); this must be taken in to account
when comparing to observational studies (see Section 5.1).

2.2.2 Galaxy Selection

We select all galaxies from each simulation at z = 0.1 with
M∗ /M� > 1010, which gives 3687 and 6473 galaxies for EA-
GLE and Illustris, respectively. The large offset is an un-
fortunate result of the difference in the GSMF normalisa-
tion between the simulations at the high mass end. Figure 2
shows the distribution of our selections on the M∗ − SFR
plane. The normalised histogram at the top shows the dis-
tribution of stellar masses; the steepness of the GSMF in
both simulations means that their are many more low mass
galaxies than high. Since these low mass galaxies dominate
our training sample, we expect to see a degree of overfit-
ting to such galaxies with respect to their less numerous

MNRAS 000, 1–19 (2019)
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Figure 3. g− r colour distribution for the EAGLE and Illustris
simulation selections. Dashed lines show the intrinsic distributions

(including the nebular contribution); solid lines show the dust-

attenuated distributions. The dust model leads to a significant
reddening of the blue population in both simulations.

high mass counterparts. We explore this in more detail in
Section 3.

Illustris shows a steeper star-forming sequence rela-
tion than EAGLE and a higher normalisation between 10 <
log10(M∗ /M�) < 11, but above this Illustris galaxies have
lower SFRs. Such significant differences in training and test
data present a unique challenge for machine learning meth-
ods, where the accuracy on unseen data is usually poor, and
as such represents a robust test of our method.

2.3 Synthetic Spectra

The composite spectrum of a galaxy in each simulation is
dependent upon the physical properties and spatial distri-
bution of the stars, gas and black holes. We ignore the AGN
contribution, which we do not expect to have a great effect
on the optical emission.

The pipeline for generating spectra detailed in this sec-
tion is contained within the spectacle module, available at
https://github.com/christopherlovell/spectacle.

2.3.1 Intrinsic Spectra

We generate intrinsic spectra by treating each star particle
as a simple stellar population (SSP). We then generate an
SED for each SSP using the Python implementation of the
Flexible Stellar Population Synthesis (FSPS) code (Conroy
et al. 2009; Conroy & Gunn 2010; Foreman-Mackey et al.
2014). The SED of each SSP is dependent on its age and
metallicity, normalised by its initial stellar mass. Each stel-
lar particle in the simulations is approximately two orders of
magnitude more massive than typical star forming regions;
a single young star particle can therefore significantly affect
the predicted colours of a galaxy. In order to mitigate this
artificial Poisson scatter we resample the recent star forma-
tion using a similar technique to that used in Trayford et al.
(2015). We take each star particle younger than 100 Myr and
split it into ten thousand new particles with ages sampled

Figure 4. Intrinsic (green) and dust-obscured (red) spectrum for

an example galaxy from the Illustris simulation. The g and r filter

curve responses are shown at the top of the plot.

uniformly within this interval, and the mass of the original
particle equally distributed between the resampled particles.

Young stellar populations ionise their surrounding gas,
leading to nebular line and continuum emission. This emis-
sion can dominate photometric fluxes, as well as being re-
sponsible for the majority of optical emission lines (Anders
& Fritze-v. Alvensleben 2003; Reines et al. 2010; Wilkins
et al. 2013b). Byler et al. (2017) use the photoionization
code Cloudy to model the expected nebular emission from
young FSPS SSPs self-consistently; these templates are pro-
vided in python-FSPS. They assume a covering fraction of
unity for stellar populations with age t < tesc, where tesc = 107

years.
We define the ‘intrinsic’ emission as including the neb-

ular contribution. Figure 3 shows the intrinsic g− r colour
distribution for EAGLE and Illustris. Figure 4 shows the ex-
ample intrinsic emission for an Illustris galaxy; strong neb-
ular line emission and absorption are clearly visible.

2.3.2 Dust Attenuated Spectra

We use information from the models on the mass and metal-
licity of star forming gas to provide a self-consistent, phys-
ically motivated prescription for the dust attenuation. Our
model assumes a simple screen, ignoring the dust distribu-
tion geometry. The transmission T at a wavelength λ for a
particle of age t is given by

T (λ , t) = exp

[
−τ(t)

(
λ

λν

)−1
]

, (2)

where τ is the optical depth at wavelength λν . The optical
depth is dependent on the age of the stellar particle; all
particles are subject to a constant screen due to dust in
the ISM, but young particles, which still reside within their
birth clouds, are subject to a further transient attenuation
component,

t ≤ tdisp : τ = γ τcloud + γ τ ISM

t > tdisp : τ = γ τ ISM .

Both τ ISM and τcloud can be fixed constants (γ = 1), or linked
to other properties of the galaxy. We link the optical depth

MNRAS 000, 1–19 (2019)
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Figure 5. The star-forming sequence for the Illustris sam-
ple, coloured by the average attenuation over the whole

galaxy (< τ >= −log(Fdust
λ

/F int
λ

)[λ = 5500 Å]). Gas-rich, star-

forming galaxies experience greater attenuation than gas-poor
galaxies at the same stellar mass.

to the metallicity and mass of cold, star forming gas:

γ =
ZSF

ZZ14

(
MSF

M∗

1
β

)
, (3)

where ZSF is the mass-weighted star forming gas phase
metallicity, and the mass dependence is encapsulated in the
ratio of MSF, the total mass of star forming gas, to M∗,
the stellar mass. These are both normalised to the respec-
tive Milky Way values: ZZ14 = 0.035 7, and β = 0.1. We use
τcloud = 0.67, τ ISM = 0.33, tdisp = 10Myr and λν = 5500Å, as
used in both EAGLE and Illustris studies (Trayford et al.
2015; Genel et al. 2014). This approach produces a physically
motivated attenuation, where gas rich spirals are subject to
higher attenuation than gas poor ellipticals with identical
stellar mass. This can be seen in Figure 5, which shows the
star-forming sequence for the Illustris selection, coloured by
the mean attenuation.

Figure 4 shows the dust-obscured spectrum for an ex-
ample Illustris galaxy. The high relative gas mass and star-
forming gas phase metallicity leads to significant attenua-
tion. Figure 3 shows the distribution of g− r colour for the
dust attenuated spectra. Dust leads to a reddening of the
blue population, shifting the peak by ∆(g−r)∼+0.2 in both
simulations, but the location and normalisation of the red
population in both cases is generally unaffected; this is ex-
pected since these intrinsically red systems are generally gas
poor, and experience lower attenuation.

2.3.3 Artificial Noise

In order to further increase the realism of our synthetic spec-
tra we add artificial noise at a given signal to noise (SN)
level. We use a fiducial value of SN = 50, and test the effect
of increased SN on our predictions in Section 3.1.

7 This is taken from the M∗−Z relation expression in Zahid et al.

(2014) evaluated at the Milky Way stellar mass, and converted to
relative solar metallicities assuming 12 + log10(O/H)� = 8.69 (Al-

lende Prieto et al. 2001).

Figure 6. Learning curves, showing the SMAPE as a function of

input training data size, from CNN trained on dust attenuated

spectra from both Illustris and EAGLE. Multiple samples without
replacement are drawn from the full training set, and the median

SMAPE on the training and test sets are shown as the dashed
and solid lines, respectively. The shaded region showing the 1σ

spread in the test SMAPE.

For each spectrum we can take multiple realisations of
the noise. This can be useful in two ways: it can increase our
training set, and it can prevent the model from overfitting to
a single noisy realisation by providing multiple noise-added
spectra for a given SFH. We explore the effect of using mul-
tiple noisy realisations on our model training in Section 3.1.

2.3.4 Wavelength Grid

We restrict the wavelength coverage to that approxi-
mately covered by the SDSS DR7 release (see Section 5.1),
and resample (flux preserving; Carnall 2017) on a fixed
logarithmically-sampled wavelength grid. This gives a final
fixed input wavelength grid, 3572 6 λ /Å 6 8173, with reso-
lution λ /∆λ = 5570 (λ = 4500Å).

3 RESULTS

We first train both Extremely Randomised Trees (ERT) and
Convolutional Neural Network (CNN) models on our EA-
GLE and Illustris training samples (80% of the data). All
plots in this section show predictions when applied to galax-
ies in the respective test sets (20% of the data).

3.1 Training & Testing

3.1.1 Learning Curves

Learning curves show the improvement in test score as a
function of training set size, which provides information on
the convergence of the model. Decreasing scores suggest that
a larger training set would lead to a better fit, whereas a
plateau suggests that the training has converged and no fur-
ther improvement can be obtained from additional training
data. A large gap between the training error and the test er-
ror would indicate overfitting, or poor generalisation prop-
erties. Figure 6 shows learning curves for dust attenuated
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spectra from Illustris and EAGLE. We perform 6-fold cross
validation to estimate the scores and present their median.
The EAGLE learning curve is still falling at 3500 samples,
which suggests that the model is yet to converge. The Illus-
tris learning curve, in comparison, appears to have plateaued
at ∼ 5500 samples, though a larger training set is needed to
confirm this. As a result, we concentrate on the converged
Illustris model for the time being (we will return to the EA-
GLE training set later, both in conjunction with the Illustris
training data, and as an independent test set for the Illus-
tris trained model). The gap between the training and test
errors in both EAGLE and Illustris is small, which suggest
negligible overfitting. The EAGLE model has slightly higher
SMAPE at fixed N than Illustris, but it is unclear what spe-
cific differences in the simulation modelling lead to this; a
possible explanation is the higher gas-phase metallicity in
EAGLE at fixed stellar mass compared to Illustris, which
will contribute to greater dust attenuation, obscuring the
underlying relationship between the SFH and the spectra
more in EAGLE than Illustris.

3.1.2 Method comparison

Returning to the Illustris data in isolation, the top panel of
Figure 7 shows the distribution of SMAPE scores, for both
ERT and CNN and for dust obscured and intrinsic spec-
tra, evaluated over the entire Illustris test set. The median
SMAPE for the CNN is significantly lower than for ERT
for both intrinsic and dust obscured features. This is due to
the CNN’s ability to share local information between neigh-
bouring pixels, whereas ERT treats each pixel as an isolated
feature. We also find that the median SMAPE for dust ob-
scured spectra with ERT is significantly higher than that for
intrinsic spectra, however for the CNN this difference is neg-
ligible. Dust introduces additional degeneracies between the
spectral features and the underlying SFH, so it interesting
that the CNN is capable of overcoming these.

We choose to focus on the CNN performance in the rest
of the paper.

3.1.3 Model Results with Noise

As mentioned in Section 2.3.3 we add noise to our simulated
spectra with a fiducial value of SN=50. The middle panel of
Figure 7 shows the SMAPE distribution for a model trained
with this added noise, and as expected the noise leads to an
increase in the median SMAPE of 2%. However, we can re-
sample the noise for each synthetic spectrum multiple times.
Using a multi-resampled training set leads to a reduction in
the SMAPE; we tested different numbers of resamples, and
found that the improvement in SMAPE plateaus at 4. The
SMAPE distribution using this 4 times resampled feature set
is shown in the middle panel of Figure 7; the median SMAPE
is much lower than for the single noise-realisation feature set
(10.9%). This suggests that the negative effect of the noise,
that obscures the relationship between the spectra and the
SFH, is overcome by the positive impact of the larger, more
generalisable training set.

We expect the prediction accuracy to decrease as the
noise level is increased. To test this, we used a SN = 20,
shown in the bottom panel of Figure 7. This leads to an

Figure 7. SMAPE distributions for the Illustris simulation, with

different learning algorithms and spectral modelling. The median
of each distribution is shown by the arrows, and quoted in the
legend. Top: ERT (dashed) and CNN (solid) models trained on
intrinsic (green) and dust-obscured (red) spectra. Middle: CNN

model trained on dust-obscured spectra (dashed), with added
noise (solid, yellow), and with noise resampled × 4 (solid, green).

Bottom: CNN model trained on dust-obscured spectra with added
noise at SN=50 (dashed, purple), SN=20 (solid, purple), and with
noise resampled × 4 at SN=20 (solid, pink).

increase in the SMAPE of 2.9% compared to the fiducial SN
= 50. However, as in the lower noise case, resampling the
noise 4 × leads to an improvement of 1.9% in the median
SMAPE over the single-realisation model. We quote results
using the SN=50, 4 × resampled spectra in the rest of this
section, unless otherwise noted.
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Learning Star Formation Histories 9

Figure 8. Six example SFHs from the Illustris test set (blue), alongside fits to the dust-obscured spectra (red). The examples are selected
with a range of SMAPE scores, 0.8-40.0%, from top left to bottom right. Errors are a combination of observational and modelling errors

(see Section 4). Each panel shows the galaxy index and the approximate SMAPE score percentile in the bottom right, as well as the
z = 0.1 stellar mass, star-forming gas mass and star-forming gas metallicity.

3.1.4 Example Fits

In order to illustrate the SFH fits we show six examples from
the Illustris test set in Figure 8. We show predictions for a
range of SMAPE scores as evaluated on the dust attenuated
SEDs. The top left panel shows one of the best fits, the
next four panels show fits around the 20th, 40th, 60th and
80th percentiles of the SMAPE distribution, and finally the
bottom right panel shows one of the worst fits. The errors
on the fit in each bin are taken from the observational and
model errors combined in quadrature (see Section 4).

3.1.5 Parameter Correlations

As mentioned in Section 2.2.2, we preferentially select low
mass galaxies due to the steepness of the GSMF. It is there-
fore important to investigate any correlation of the quality
of fit with stellar mass, to evaluate any overfitting to low
mass galaxies. The top panel of Figure 9 shows the distri-
bution of Illustris test galaxies on the stellar mass - SFR
plane, coloured by SMAPE on the predicted histories from
the dust-attenuated model. In order to quantify any trend of
SMAPE with our galaxy parameters we calculate the Pear-
son’s correlation coefficient,

ρ =
cov(P,SMAPE)

σPσSMAPE
,

where P is the given parameter, cov is the covariance between
the parameter and SMAPE, and σ is the standard deviation
of the respective quantity. There is no significant correlation
between stellar mass and SMAPE (ρ =−0.14), nor between
specific-SFR and SMAPE (ρ = 0.11).

The well known age-metallicity degeneracy in the op-
tical can also obscure the underlying SFH (Worthey 1994).
The bottom panel of Figure 9 shows the stellar mass - metal-
licity distribution, for the Illustris test galaxies, coloured by
SMAPE on the intrinsic model. There is no significant corre-
lation between stellar metallicity and SMAPE (ρ =−0.05).
This may be due to the relatively low resolution of the SFHs,
reducing the confusion between bins.

3.2 Testing Across Simulations

Further uncertainty is introduced by our choice of modelling
assumptions, such as the training simulation, SPS model, in-
trinsic SED pipeline and dust model. Of these we expect the
choice of training simulation to lead to the greatest bias. To
estimate the uncertainty introduced we test a model trained
assuming some simulation training data on another model
trained assuming different simulation training data. This
procedure demonstrates how well each model generalises.

Figure 10 shows the SMAPE error when our CNN
is trained and tested on different simulations, using dust-
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Figure 9. Parameter correlations with SMAPE for the predic-

tions on the Illustris test set, using the intrinsic spectra. The pear-

son’s correlation coefficient between each parameter and SMAPE
is shown in the top right. The grey histograms above and to the

right of each axis show the distribution of the given parameter.
Top: stellar mass - SFR relation. SFR is calculated as the inte-

grated mass in stars formed in the last 100 Myr. Bottom: stellar

mass - stellar metallicity relation.

obscured spectra with 4 × resampled noise. Since the latter
testing simulation is not included in any of the training, the
full galaxy sample can be used for testing; we plot the nor-
malised distributions to aid comparison. For models trained
on both EAGLE and Illustris the median SMAPE for the
intra-sim results is higher than within-sim. The errors are
still reasonably good in all intra-sim cases, despite the sig-
nificant differences in the simulations used for the training
and testing data.

Another way of testing whether the model is overfitting
is to plot the predicted distribution of galaxies on the stellar
mass-star formation rate plane. We have already seen in Fig-
ure 2 that both simulations exhibit very different behaviour
in this space, and might expect a model that has overfit to
a particular simulation to recover the distribution from its
training data. Figure 11 shows that this is not the case: each
model recovers the star-forming sequence of the new input
data.

Figure 10. The normalised SMAPE distribution for the inter-
sim (solid) and within-sim (dashed) test sets, for dust-attenuated

spectra. The median of the distribution is shown by the arrow

on the x-axis, and quoted in the legend. Despite being trained on
very different data, the SMAPE is low in both inter-sim cases.

Figure 11. The predicted star-forming sequence for the intersim

results. We estimate the present day SFR from the normalisa-
tion in the latest SFH bin, corresponding to a timescale of ap-

proximately 30 Myr, and the total mass from the SFH combined

with an age-dependent recycling fraction. Each model prediction,
shown with the square points and solid lines, recovers the original

star-forming sequence, shown by the circular points and dashed

lines, despite being trained on SFHs corresponding to a different
SFR-M∗ relationship.

Whilst these integrated and point-in-time properties are
recovered accurately, the shape of the SFH, and the distribu-
tion of SFHs, may still be incorrectly predicted. To test this
we show in Figure 12 the median and 16th− 84th percentile
spread in each bin for the input data and the predictions.
The distribution of predicted SFHs is remarkably similar for
both simulations throughout cosmic time.
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Figure 12. The median SFH and 16th−84th percentile spread in

each bin for the input data (green) and the intersim prediction

(orange for the EAGLE mode, blue for the Illustris model). The
distribution of predicted SFHs is recovered well in both cases.

4 ERROR ESTIMATES

Our SFH predictions are subject to two main sources of
uncertainty: those from errors in the spectra, which we refer
to as observational errors, and those from errors in the CNN
fit, which we refer to as modelling errors. In this section we
make estimates for the impact of these two sources of error,
and combine them to give a total estimated error in each
bin.

4.1 Observational Errors

Errors in the observed SED will lead to uncertainty in the
predicted histories. The propagated error can be estimated
in two ways: sample a number of noisy SEDs, predict the
SFHs for each noise-added spectrum, and calculate the co-
variance matrix of the output, as in Tojeiro et al. (2009),
or treat the model as a vector valued function and evaluate
the dot product of the Jacobian and the error spectrum, as
demonstrated in Fabbro et al. (2018). Errors calculated with
both procedures should give similar results since they are es-
sentially evaluating the same input dependence; the former
does this through Monte Carlo sampling, whereas the lat-
ter explicitly calculates the gradient of the predictors with
respect to the features.

Figure 13. Observational errors (1σ) as a function of SFR in each
bin, for intrinsic (green) and dust-obscured (red) spectra. Second

order polynomial fits are shown as dashed lines. Observational

errors are strongly dependent on the quantitative SFR, and are
larger for dust-obscured spectra in recent bins.

We implement the former approach, using the noise
model described in Section 2.3.3. For each spectrum we
add N random realisations of each error spectrum to the
input spectrum, and propagate each noise-added spectrum
through our model to obtain a distribution of predicted his-
tories. From these the covariance matrix can be calculated,

Ci j =
〈
(xi− x̂i)(x j− x̂ j)

〉
,

where xi is the SFR in bin i for a given realisation, and x̂i
is the mean SFR in that bin for all realisations. The uncer-
tainty in each bin is then σi =

√
Cii. We can also use C to

find the correlation matrix; we describe this in more detail,
alongside examples, in Appendix A.

Figure 13 shows the observational error in each bin as
a function of SFR, for intrinsic and dust-obscured spectra.
The error is positively correlated with the quantitative value
of the SFR. In all but the oldest bin, the errors on dust
attenuated spectra are larger than in the intrinsic case. We
fit second order polynomials to the σ − log10(SFR) relation
for each bin, which allows us to predict the observational
error for arbitrary histories (fit parameters are quoted in
Appendix B).

4.2 Modelling Uncertainties

There are a number of free parameters in our model pipeline,
from the synthetic SED generation to the parametrisation
of the dust model, to the free parameters of the CNN. It
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Figure 14. Fractional residuals between the true SFH and the predicted SFH for intrinsic (green) and dust attenuated (red) spectra from

Illustris. The residuals are plotted as a function of the logarithm of the absolute star formation. The right panels show a one dimensional
histogram of the distribuion of fractional residuals, with mean and 1σ spread from a normal fit quoted in each panel.

is impractical to estimate the uncertainty on each parame-
ter, however we can obtain an estimate of the propagated
model uncertainty directly from the scatter of the residu-
als in predicted SFH. The magnitude of the residual is SFR
dependent in all bins; we account for this by dividing by
the absolute predicted SFR in the bin to give the fractional
residual. This single statistic can be used to estimate the
model error for each galaxy, bin-by-bin, by multiplying by
the predicted SFR.

Figure 14 shows the fractional residuals between the
predicted and the true SFR in each lookback-age bin as a
function of the true SFR within that bin, along with normal
fits to the marginalised distributions.

4.3 Total Error

We combine the observational and modelling errors to obtain
the total error by adding them in quadrature. Since the error
is dependent on the quantitative SFH in each bin we do not
quote it, but provide fits to the observational error and frac-
tional residual distributions in Appendix B. The modelling
errors dominate the error budget for all bins, for an obser-
vational error SN = 50; we have tested up to SN = 20, and
this remains the case. Figure 8 shows the total uncertainties
calculated using this method, for each example.

5 OBSERVATIONAL PREDICTIONS

We apply the model to the SDSS DR7 Main Galaxy Sample
(MGS)8 (Strauss et al. 2002; Abazajian et al. 2009), which

8 obtained from the Data Archive Server, das.sdss.org

allows us to compare with Vespa (Tojeiro et al. 2007, 2009),
an SED fitting code for predicting SFHs that has been ap-
plied to this catalogue. Vespa uses similar binned star for-
mation histories to our method, allowing a like-for-like com-
parison between the two methods. The level of agreement in
predicted SFHs, or lack thereof, does not imply that either
technique is more robust, but simply allows us to highlight
the differences between our approach and an SED fitting
approach.

5.1 SDSS Selection

We first selected all MGS galaxies in the redshift range
0.09 < z < 0.11 where the redshift confidence was higher
than 95%, which gave 76812 objects. We then removed
those galaxies whose rest-frame wavelength coverage, with
bad pixels removed, did not cover our fixed wavelength
grid (see Section 2.3.4), yielding 66245 galaxies. Given our
fixed wavelength grid we interpolated each spectrum (flux
preserving; Carnall 2017), de-redshifted and corrected for
galactic extinction (Barbary 2016) using the Schlegel et al.
(1998) galactic dust maps for each SDSS plate combined
with the O’Donnell (1994) extinction curves (RV = 3.2, where
RV = AV /E(B−V )).

5.1.1 Aperture Correction

SDSS spectra are taken through a 3 arcsecond diameter fi-
bre, which corresponds to 6 pkpc at z = 0.1. In order to apply
our model, trained on galaxy spectra generated using a 30
pkpc aperture intended to mimic a petrosian aperture, we
chose to scale up the observed fluxes by the mean of the dif-
ference between the fiber and petrosian magnitudes in the
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Figure 15. g′ and r′ magnitude distributions in EAGLE, Illustris, all SDSS galaxies, and our final magnitude- and mass-limited selection
(left to right). The red dashed line in all panels shows the SDSS DR7 target magnitude limit r′lim at z = 0.1. The red shaded region shows

the extent of r′lim for 0.09 6 z 6 0.11. Top panels: the number density. Scale is not consistent between panels. Bottom panels: the stellar
mass distribution. For the simulations this is the intrinsic stellar mass within the aperture. For SDSS this is the VESPA stellar mass

estimates.

observer frame g and r bands (henceforth g′ and r′),

S = 100.2×([Mfiber
g′ −Mpetro

g′ ]+[Mfiber
r′ −Mpetro

r′ ])
,

where S is the flux scaling factor. After these corrections,
the magnitude distribution on the g− r plane of the selec-
tion at this stage can be seen in the top panel, third from
left, of Figure 15. An alternative to scaling up the observa-
tional fluxes would have been to generate spectra from the
simulations using a mock fibre aperture. Unfortunately, as
discussed in Section 2.2.1, on these small scales numerical
resolution effects become important.

5.1.2 Colour Selection

We then used rest frame g and r magnitudes to perform
a 2D selection on g and r band magnitude simultaneously
(without replacement), in order to match the same 2D dis-
tribution from the combined Illustris and EAGLE samples
(see the first two panels of Figure 15). SDSS spectra have a
target apparent magnitude limit9 of r′ < 17.77, which corre-
sponds to an absolute magnitude of -20.61 at z = 0.1; a large
proportion of our simulated galaxies lie below this thresh-
old, so we are limited to matching the distribution above
this constraint (as shown by the red dotted line in all panels
of Figure 15). Selecting galaxies above this threshold with
matched magnitudes gives us a sample of 10000 galaxies.
It is clear from Figure 15 that the g against r distribution
for SDSS galaxies deviates from 1:1 more so than the sim-
ulations, motivating the 2D selection. The selection based

9 https://classic.sdss.org/dr7/

on the simulation broadband magnitudes is to ensure that,
when used as features for the model, the spectra remain ‘in-
bounds’ to some extent, i.e. are not outside the range of in-
put training data. It is true that we a priori select observed
galaxies with good spectral agreement with our simulations
in a broad-band sense, however the details of the higher res-
olution spectra can still differ substantially. We have tested
that our models do not fail dramatically on out-of-bounds
SDSS data, however a more thorough test with simulated
out-of-bounds performance is left for future work.

In Appendix C we show how t-SNE can be used to eval-
uate the synthetic gap between the synthetic and observed
spectra.

5.2 VESPA Star Formation Histories

The Vespa SFH catalogue predicts star formation histories
with varying resolution depending on the quality and com-
pleteness of the input data, with a maximum resolution of
16 bins, though a resampled SFH at this higher resolution
is also provided. We use this resampled SFH throughout
the comparison, though caution that this does not neces-
sarily represent the best fitting history. Vespa also provides
predictions using the SPS models of both Bruzual & Char-
lot (2003) and Maraston (2005). The choice of model leads
to significant differences in the predicted SFH, which high-
lights the effect of modelling choices on the inferred SFH.
We use the Vespa results that use BC03 models assuming a
Chabrier IMF, whilst noting that these will not necessarily
lead to consistent predictions compared to the more recent
FSPS models used in our model training, and do not in-
clude nebular emission. Using the more recent FSPS model
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Figure 16. Four example SFHs from Vespa, alongside predic-
tions for the same SDSS galaxies from the EAGLE and Illustris

models (trained on dust-obscured spectra with noise, resampled

× 3). We show histories with total predicted masses from the Il-
lustris model closest to the estimated Vespa total masses. Un-

certainties are estimated from the observational and modelling

errors, described in Section 4. Our models trained with EAGLE
and Illustris predict similar shaped histories, with smoother evo-

lution than Vespa.

is justified since the improved spectral modelling will lead
to galaxies with more comparable intrinsic properties, such
as the SFH, particularly since our selection is magnitude-
matched to the SDSS sample. We leave a comparison of the
effect of SPS model choice to future work.

SDSS DR7 spectra are measured within fiber apertures
of 3” diameter. Vespa SFHs are corrected for this by scaling
the entire normalisation (i.e. the mass in each bin) by the
offset between the fiber and petrosian z-band magnitudes
(Tojeiro et al. 2009),

M∗, f iber =
M∗,total

100.4(z f−zp)
.

where z f and zp are the fibre and petrosian z-band magni-

tudes, respectively10.

5.3 SDSS Predictions

Figure 16 shows SFH predictions fromVespa and our Illus-
tris and EAGLE models (trained on dust-obscured spectra,
with noise resampled × 3) for four example SDSS galaxies.
We emphasise that neither our model nor the Vespa pre-
dicted histories represent the ‘true’ SFH, but are shown sim-
ply to highlight the differences. Our model SFHs are much
smoother than those predicted from Vespa, which predicts
more stochastic, bursty histories.

Our observational selection is neither mass nor volume
complete, so it is not possible to make a fair evaluation of the
population SFH or cosmic star formation rate density as a

10 In Tojeiro et al. (2009) the equation for the stellar mass cor-

rection contains an error; it is reproduced here correctly

Figure 17. Mean predicted SFH for the SDSS selection from
Vespa, and our Illustris and EAGLE models (including dust and

noise, resampled × 3).

function of time. However, we can plot the median SFH from
each model for this selected sample to better understand
the ensemble prediction, shown in Figure 17. Vespa pre-
dicts two large peaks in the SFR distribution at ∼ 200Myr
and ∼ 1Gyr, whereas our model predictions for Illustris and
EAGLE have smoother, decreasing behaviour, peaked in the
earliest bin.

Figure 17 also shows the median input SFH from the
simulation for a sample magnitude-matched to the observa-
tions, which can be thought of as the effective ‘prior’ on the
SFH distribution. The predicted distributions are similar,
though not identical, to the training distributions, which
suggests that the prior is highly informative, as expected,
but does not dominate.

We also estimate the final stellar mass of each galaxy
from the SFH by assuming an age dependent recycling frac-
tion (estimated using python-FSPS; Foreman-Mackey et al.
2014). Figure 18 shows our estimates obtained from the
EAGLE and Illustris models compared to the VESPA esti-
mates. Both models return similar stellar masses to Vespa,
within ∼ 0.25 dex for the majority of galaxies, and there are
no mass dependent trends down to log10(M∗ /M�) ∼ 10.5;
there is a floor to the predicted masses, due to the lack of
simulated galaxies with such low masses in the magnitude-
selected sample.

Finally, Figure 19 shows the median predicted SFH from
each model, binned by total predicted mass (from the Vespa
model). For EAGLE, all four bins show very similar be-
haviour, in both the median and the 16th-84th percentile
spread around it. Illustris, in contrast, predicts a peak in
the SFH at intermediate ages for lower mass galaxies, giv-
ing younger average stellar ages.

6 DISCUSSION

We have demonstrated a new approach to estimating star
formation histories using cosmological simulations, com-
bined with detailed synthetic spectral modelling, to train
a convolutional neural network. This approach is subject to
different systematics and modelling assumptions compared
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Figure 18. Estimated final stellar masses from the predicted SFH

in the Illustris (top, blue) and EAGLE (bottom, orange) models,

assuming an age dependent recycling fraction, compared to those
published in the VESPA catalogue. The black dashed line shows

the one-to-one relation, and the dotted black lines show ±0.25 dex
offset. The white points show the binned median and 1σ scatter.
The histograms at right show the marginal distributions of esti-
mated stellar masses; the histogram for the VESPA distribution

(green) is shown at top, and at right for comparison. The mass
estimates are very similar to those obtained from Vespa down to

log10(M∗ /M�)∼ 10.5, with little scatter.

to traditional SED fitting, which we discuss in greater detail
here, as well as possible extensions in future work.

6.1 Cosmological Simulations

One of the obvious limitations to using cosmological simu-
lations as a training set is that our understanding of galaxy
formation is incomplete, and as such cosmological simula-

Figure 19. SDSS predictions from EAGLE and Illustris split by

VESPA predicted total mass. The lines show the median, and the

shaded region the 16th-84th percentiles. EAGLE and Illustris SFH
predictions for low mass galaxies are significantly different, with

Illustris predicting a younger average population.

tions are not truly representative of actual galaxies, neither
individually or in ensemble, which can impact the predicted
SFHs. More realistic modelling is an obvious remedy, though
this is already a fundamental aim of galaxy evolution stud-
ies.

One way of evaluating the predicted population SFH
distribution is to look at the evolution of the cosmic star for-
mation rate density (CSFRD), which in hydrodynamic sim-
ulations has been shown to be consistently in tension with
observational constraints at cosmic noon (z∼ 2) (Somerville
& Davé 2015). Key distribution functions in EAGLE and
Illustris of point-in-time properties, such as stellar mass and
star formation rate, are also in tension with both observa-
tions and each other at high redshift. Semi-analytic models
are able to match these distribution functions better at a
range of redshifts (e.g. Henriques et al. 2015; Clay et al.
2015), but do not resolve the stellar populations.

Incorrectly predicted galaxy properties also impact
spectral modelling where it is physically motivated. One
physical property that has a large impact on our dust
model is the central cold gas mass; both EAGLE and Il-
lustris have been shown to underestimate this mass, to dif-
fering extents (Crain et al. 2017; Genel et al. 2014). We
find that the average star forming gas mass in Illustris is
higher than in EAGLE for our selected galaxies; in EAGLE
there are a significant number of galaxies with zero star-
forming gas, which gives zero attenuation in our dust model
(γ = 0). This leads to higher average attenuation for Illus-
tris galaxies, however this is cancelled out to some degree
by the higher median SFR in Illustris over our mass range
(see Figure 2), which leads to higher intrinsic luminosities.
This could possibly explain the good agreement in optical
colours with observations presented in Trayford et al. (2015)
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and Genel et al. (2014), despite the differing star-forming se-
quence behaviour between the simulations.

Trayford et al. (2015) find that, using a very similar dust
model to that used in this work, EAGLE galaxies over the
stellar mass range 1010.5 <M∗ /M�< 1010.8 exhibit a stronger
bimodal colour distribution than that seen in observations
from the GAMA survey (Taylor et al. 2015), with higher
fractions of blue galaxies. This strong bimodal behaviour re-
mains when the authors use an orientation dependent dust
model. The colour distribution may be related to the lower
passive fractions (∼ 20%) seen in this mass range compared
to observations (Schaye et al. 2014). Such trends will affect
predictions from the EAGLE-trained model, since its ‘prior’
for the SFR distribution will be skewed towards more star
forming objects that may not be representative of the true
SFR distribution of galaxies. Similar arguments can be made
for the Illustris predictions, where the SFR distribution has
a higher normalisation for intermediate masses. We do not
find that the model stellar mass estimates for SDSS galaxies
show significant biases compared to VESPA, but the mass
is dominated by the wide early bin. We could of course have
selected SDSS galaxies with similar stellar masses, but these
may have been out-of-bounds in spectral space. We conclude
that improved physical and spectral modelling in the simula-
tions to match the magnitude - stellar mass relations would
improve our predictions.

6.2 Spectral modelling

The difference between synthetic spectra and observed spec-
tra, known as the synthetic gap, can lead to significant bi-
ases in predicted histories. More sophisticated approaches to
modelling the dust could reduce this gap. Dust models that
take in to account the geometry of the gas and stars within
the system show better agreement with observed colour dis-
tributions (Trayford et al. 2015; Davé et al. 2017). The most
sophisticated approach employs 3D Monte-Carlo radiative
transfer (RT), which treats absorption and anisotropic scat-
tering by dust, as well as thermal re-emission and dust heat-
ing, in a self-consistent way. This approach has been applied
to the EAGLE simulations using the SKIRT code, to calcu-
late the FIR and dust properties of the galaxy population
(Camps et al. 2016; Trayford et al. 2017); they find a bet-
ter match to observed local colour distributions compared to
screen models. Introducing such line of sight dependence on
the attenuation is expected to reduce the correspondence be-
tween the simulated spectra and the underlying SFH, equiv-
alent to reducing the information content of the spectra for
learning our target property, the SFH. This may lead to
greater uncertainties in the derived SFHs; we will explore
the effect of this in future work.

In Appendix C we briefly explore the use of t-distributed
Stochastic Neighbour Embedding (t-SNE) to evaluate the
similarity of our synthetic spectra to the observations.
Whilst the results are good for visualisation purposes, this
method is particularly sensitive to the choice of hyperparam-
eters, such as learning rate and complexity. Masters et al.
(2015) demonstrate how self-organised maps can be used
as an alternative means of addressing similarity in multi-
dimensional feature spaces, whilst requiring fewer free pa-
rameters. We plan to use this in future work as an alterna-

tive, potentially more robust way of assessing the synthetic
gap.

6.3 Machine learning approach

We use a simple cut in stellar mass to select our training
sample, which we found does not lead to overfitting of low
mass galaxies despite the steepness of the GSMF (see Sec-
tion 3.1.5). It is unclear whether the lack of overfitting to
low mass objects would extend to lower stellar masses, how-
ever the results presented here are promising. Predictions
for rare objects could also be improved by using larger vol-
ume simulations and/or ‘zoom’ resimulations of biased re-
gions, to increase the sampling of extreme objects, though
this would negate the advantage gained from using a repre-
sentative sample.

We rely on cosmological simulations for training data
due to the small number of galaxies (∼20) for which re-
solved, reasonably confident measurements of the true SFH
are known. Such objects are also mostly in the local uni-
verse, restricting any predictions to this period. However,
with ever increasing samples locally, including from from
integral field unit (IFU) spectrographs (Bundy et al. 2015;
González Delgado et al. 2017), it may soon be possible to
train a machine on high resolution observational data in or-
der to predict the SFH of galaxies with only unresolved data
on a larger number of objects.

Our approach relies on a fixed grid of input features.
Where observational data do not cover this wavelength range
we currently ignore them. An alternative to this would be to
impute missing features, for example through interpolation.

6.4 Future Extensions

A unique aspect to our approach is that it can take advan-
tage of the detailed modelling of complex, non-linear pro-
cesses in the simulations to infer more physically motivated
SFHs. This could also be extended to other quantities self-
consistently predicted in the simulations, but not directly
responsible for the optical emission. For example, halo mass
could be used as a predictor, and the results compared to
abundance matching approaches. We will explore this in fu-
ture work.

A powerful complement to using spectroscopic features
would be to use multi-wavelength photometry, such as that
available in the CANDELS fields. However, convolution
across this smaller, heterogeneous feature set would be in-
appropriate; using a tree based or fully connected network
would lead to better performance, both computationally and
predictively. We could then compare our results to those ob-
tained via SED fitting on photometry, using different codes
such as SpeedyMC (Acquaviva et al. 2015) and other alter-
natives such as Prospector (Leja et al. 2017) and BEAGLE
(Chevallard & Charlot 2016). This will clarify how the bi-
ases and projected uncertainties of the two techniques com-
pare, and help us make a final recommendation on improved
star formation histories from multiple methods. Tree based
methods also provide information on feature importance, by
equating importance with depth of features in the tree. Deep
learning based approaches necessarily obscure the relation-
ship between the predictors and the features through the
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complexity of the built network, which makes it difficult to
extract feature importance.

7 CONCLUSIONS

We have used convolutional neural networks (CNN) to learn
the relationship between galaxies spectra and their star for-
mation histories (SFH), using synthetic spectra generated
from two cosmological hydrodynamic simulations, EAGLE
and Illustris, as our training data. Our findings are as fol-
lows:

• The CNN is capable of recovering the SFH of test galax-
ies to high accuracy (SMAPE = 10.9%), despite the presence
of dust and noise, and with no significant bias with stellar
mass, SFR or stellar-metallicity.
• We estimate the uncertainty in our predictions from

observational errors and modelling errors, and use these in
combination to provide a realistic error budget on unseen
data. Modelling errors dominate for both dust-obscured and
intrinsic spectra.
• We demonstrate the good generalisation properties of

the technique by applying a model trained on one simulation
to simulated data from another, obtaining good accuracy
(SMAPE = 14.4% for the dust-attenuated Illustris model
applied to EAGLE data) even on these unseen spectra. The
model also recovers the star-forming sequence of the input
data, which suggests it is not overfitting to a particular sim-
ulation.
• We apply our models to a magnitude matched sample

of SDSS DR7 spectra and compare to the SFHs from the
Vespa catalogue. The model predicts smoother SFHs, in-
fluenced by the ‘prior’ distributions from the simulations,
whilst recovering consistent total stellar mass predictions.
• When applied to our SDSS selection, the Illustris-

trained model predicts younger average stellar ages for low
mass galaxies (∼ 1010M∗ /M�) than the EAGLE-trained
model. For higher mass galaxies (∼ 1010M∗ /M�) both mod-
els predict similar SFH (and hence age) distributions.
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APPENDIX A: CORRELATION MATRICES

The correlation matrix can be inferred from the covariance
matrix of the spectral errors, and shows the interdependence
of each bin as a result of changes to the input spectra. It is
given by

ri j =
Ci j

σiσ j
,

where ri j ∈ [−1,1]. Figure A1 shows the correlation matrix
for each galaxy shown in Figure 8; the corresponding indexes
are quoted in the top right of each panel. In general, adjacent
bins show the highest correlation, as expected since they
are constrained by similar spectral features. More distant
bins tend to show anti-correlation, which may be due to the
stellar mass constraint; where SFR increases in one bin, it is
reduced in others so that the total stellar mass is reproduced.

APPENDIX B: ERROR TABLES

In Section 4 we describe our method for estimating the un-
certainty in the SFH predictions from observational and
modelling errors. In Section 4.1 we fit second-order poly-
nomials to the mean observational error distribution in each
bin, for dust-obscured spectra,

eexp = m2x2 + m1x + c .

The fit parameters are shown in Table B1. In Section 4.2 we
fit the fractional residual distribution with a normal; the 1σ

spread is quoted in Table B1. To obtain the 1σ modelling
error simply multiply the predicted SFR in each bin by σ .
To estimate the total error in each bin, add the observa-
tional and modelling errors in quadrature. The distribution
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Figure A1. Correlation matrix from spectral errors, for the six

galaxies shown in Figure 8 (the corresponding indices are printed
in the top right corner of each panel). The colour scale varies

through yellow, black and green, which show positive, neutral
and negative correlation, respectively.

Table B1. Fitted parameters for the observational and modelling

errors. The first two columns state the bin edges in log-lookback
time. m2, m1 and c give the second order polynomial fit parameters

to the observational error. σmodel gives the 1σ spread in a normal
fit to the fractional residual distribution.

Bins [log10(tL)] m2 m1 c σmodel

0.00 7.50 0.31 0.17 0.00 0.22
7.50 7.83 0.36 0.10 0.01 0.19

7.83 8.17 0.39 -0.02 0.02 0.17

8.17 8.50 0.32 0.03 0.02 0.16
8.50 8.83 0.39 0.01 0.03 0.21

8.83 9.17 0.58 -0.15 0.06 0.21

9.17 9.50 0.63 -0.12 0.09 0.24
9.50 10.10 0.63 -0.47 0.16 0.09

of fractional residuals is slightly non-symmetric, resulting in
an over-estimate of the average error; we have tested the ef-
fect of this by measuring the fraction of the true SFH that
lies within the errors, and found that this is the case for
approximately 70% of cases, close to the 1σ definition.

APPENDIX C: T-DISTRIBUTED STOCHASTIC
NEIGHBOUR EMBEDDING

In order to generate robust predictions using a supervised
machine learning model, one needs confidence that data used
to train the model are representative of the data to which
it is to be applied.11 Synthetic spectra will always exhibit a
bias compared to observational spectra, known as the syn-
thetic gap; where it is large it can limit the applicability
of learning algorithms trained on synthetic data to obser-
vations. To evaluate the synthetic gap we use t-distributed
stochastic neighbour embedding (t-SNE) (Maaten & Hin-
ton 2008), a technique for reducing high dimensional data
down to a lower number of dimensions whilst preserving the
multi-dimensional distance, for visualisation purposes (Wat-
tenberg et al. 2016).

Figure C1 shows the result of running t-SNE on the ob-
servationally matched sample of synthetic spectra, and the
observations themselves. The EAGLE and Illustris spectra
are clustered in very similar regions of the two dimensional
space, which suggests they exhibit very similar spectra. We
emphasise that t-SNE evaluates the synthetic gap across the
whole of the feature space; close correspondence in this space
suggests very close spectral similarity. The observational re-
sults overlap with the simulations well, though there are cer-
tain regions, particularly at the edges of the 2D distribution,
where they cluster separately from the simulation distribu-
tions, suggestive of a synthetic gap. Figure C1 shows each
distribution coloured by g− r colour; where the simulations
and the observational spectra do not overlap in this distri-
bution tends to be in the extremes of the colour distribution.
This may be due to the limited volume of the simulations
used for training (∼ 106 Mpc3), which will sample fewer ex-
treme objects, such as those in dense cluster environments.
More sophisticated approaches to spectra generation (e.g.
full radiative transfer) will enhance the physical realism of
the synthetic spectra, and may also reduce this synthetic
gap (see Section 6).

This paper has been typeset from a TEX/LATEX file prepared by
the author.

11 One approach, proposed by Cohn & Battaglia (2019) in the

context of galaxy cluster mass estimation, is to compare inferred
correlations between observables in the simulations to those in

actual observables.
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Figure C1. t-SNE plot applied to spectra from the SDSS selection (left panels) and the Illustris (middle panels) and EAGLE (right

panels) selections. Each point represents a single galaxy spectrum. Nearby points in this 2D space have high spectral similarity. Each
distribution is coloured by g− r colour. The SDSS selection is shown in the background in light grey for the middle and right panels for

comparison.
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